Homework Set 2 in R

DATA 624-01 Group 3

Z. Palmore, K. Popkin, K. Potter, C. Nan, J. Ramalingam

7/8/2021

Table of Contents

[KJ 6.3 2](#_Toc77097730)

[Part A 2](#_Toc77097731)

[Part B 5](#_Toc77097732)

[Part C 5](#_Toc77097733)

[Part D 8](#_Toc77097734)

[Part E 11](#_Toc77097735)

[Part F 11](#_Toc77097736)

[KJ 7.2 11](#_Toc77097737)

[Part A 12](#_Toc77097738)

[KJ 7.5 18](#_Toc77097739)

[Part A 18](#_Toc77097740)

[Part B 27](#_Toc77097741)

[Part C 27](#_Toc77097742)

[KJ 8.1 27](#_Toc77097743)

[Part A 31](#_Toc77097744)

[Part B 31](#_Toc77097745)

[Part C 32](#_Toc77097746)

[Part D 33](#_Toc77097747)

[KJ 8.2 34](#_Toc77097748)

[Part A 34](#_Toc77097749)

[KJ 8.3 35](#_Toc77097750)

[Part A 35](#_Toc77097751)

[Part B 36](#_Toc77097752)

[KJ 8.7 37](#_Toc77097753)

[Part A 37](#_Toc77097754)

[Part B 45](#_Toc77097755)

[Part C 46](#_Toc77097756)

[Market Basket Analysis 46](#_Toc77097757)

[Part A 46](#_Toc77097758)

## KJ 6.3

A chemical manufacturing process for a pharmaceutical product was discussed in Sect. 1.4. In this problem, the objective is to understand the relationship between biological measurements of the raw materials (predictors),measurements of the manufacturing process (predictors), and the response of product yield. Biological predictors cannot be changed but can be used to assess the quality of the raw material before processing. On the other hand, manufacturing process predictors can be changed in the manufacturing process. Improving product yield by 1% will boost revenue by approximately one hundred thousand dollars per batch:

### Part A

#### Question

Start R and use these commands to load the data: > library(AppliedPredictiveModeling) > data(chemicalManufacturingProcess)

#### Code

library(AppliedPredictiveModeling)  
#Load the data  
data(ChemicalManufacturingProcess)  
df = data.frame(ChemicalManufacturingProcess)  
head(df)

## Yield BiologicalMaterial01 BiologicalMaterial02 BiologicalMaterial03  
## 1 38.00 6.25 49.58 56.97  
## 2 42.44 8.01 60.97 67.48  
## 3 42.03 8.01 60.97 67.48  
## 4 41.42 8.01 60.97 67.48  
## 5 42.49 7.47 63.33 72.25  
## 6 43.57 6.12 58.36 65.31  
## BiologicalMaterial04 BiologicalMaterial05 BiologicalMaterial06  
## 1 12.74 19.51 43.73  
## 2 14.65 19.36 53.14  
## 3 14.65 19.36 53.14  
## 4 14.65 19.36 53.14  
## 5 14.02 17.91 54.66  
## 6 15.17 21.79 51.23  
## BiologicalMaterial07 BiologicalMaterial08 BiologicalMaterial09  
## 1 100 16.66 11.44  
## 2 100 19.04 12.55  
## 3 100 19.04 12.55  
## 4 100 19.04 12.55  
## 5 100 18.22 12.80  
## 6 100 18.30 12.13  
## BiologicalMaterial10 BiologicalMaterial11 BiologicalMaterial12  
## 1 3.46 138.09 18.83  
## 2 3.46 153.67 21.05  
## 3 3.46 153.67 21.05  
## 4 3.46 153.67 21.05  
## 5 3.05 147.61 21.05  
## 6 3.78 151.88 20.76  
## ManufacturingProcess01 ManufacturingProcess02 ManufacturingProcess03  
## 1 NA NA NA  
## 2 0.0 0 NA  
## 3 0.0 0 NA  
## 4 0.0 0 NA  
## 5 10.7 0 NA  
## 6 12.0 0 NA  
## ManufacturingProcess04 ManufacturingProcess05 ManufacturingProcess06  
## 1 NA NA NA  
## 2 917 1032.2 210.0  
## 3 912 1003.6 207.1  
## 4 911 1014.6 213.3  
## 5 918 1027.5 205.7  
## 6 924 1016.8 208.9  
## ManufacturingProcess07 ManufacturingProcess08 ManufacturingProcess09  
## 1 NA NA 43.00  
## 2 177 178 46.57  
## 3 178 178 45.07  
## 4 177 177 44.92  
## 5 178 178 44.96  
## 6 178 178 45.32  
## ManufacturingProcess10 ManufacturingProcess11 ManufacturingProcess12  
## 1 NA NA NA  
## 2 NA NA 0  
## 3 NA NA 0  
## 4 NA NA 0  
## 5 NA NA 0  
## 6 NA NA 0  
## ManufacturingProcess13 ManufacturingProcess14 ManufacturingProcess15  
## 1 35.5 4898 6108  
## 2 34.0 4869 6095  
## 3 34.8 4878 6087  
## 4 34.8 4897 6102  
## 5 34.6 4992 6233  
## 6 34.0 4985 6222  
## ManufacturingProcess16 ManufacturingProcess17 ManufacturingProcess18  
## 1 4682 35.5 4865  
## 2 4617 34.0 4867  
## 3 4617 34.8 4877  
## 4 4635 34.8 4872  
## 5 4733 33.9 4886  
## 6 4786 33.4 4862  
## ManufacturingProcess19 ManufacturingProcess20 ManufacturingProcess21  
## 1 6049 4665 0.0  
## 2 6097 4621 0.0  
## 3 6078 4621 0.0  
## 4 6073 4611 0.0  
## 5 6102 4659 -0.7  
## 6 6115 4696 -0.6  
## ManufacturingProcess22 ManufacturingProcess23 ManufacturingProcess24  
## 1 NA NA NA  
## 2 3 0 3  
## 3 4 1 4  
## 4 5 2 5  
## 5 8 4 18  
## 6 9 1 1  
## ManufacturingProcess25 ManufacturingProcess26 ManufacturingProcess27  
## 1 4873 6074 4685  
## 2 4869 6107 4630  
## 3 4897 6116 4637  
## 4 4892 6111 4630  
## 5 4930 6151 4684  
## 6 4871 6128 4687  
## ManufacturingProcess28 ManufacturingProcess29 ManufacturingProcess30  
## 1 10.7 21.0 9.9  
## 2 11.2 21.4 9.9  
## 3 11.1 21.3 9.4  
## 4 11.1 21.3 9.4  
## 5 11.3 21.6 9.0  
## 6 11.4 21.7 10.1  
## ManufacturingProcess31 ManufacturingProcess32 ManufacturingProcess33  
## 1 69.1 156 66  
## 2 68.7 169 66  
## 3 69.3 173 66  
## 4 69.3 171 68  
## 5 69.4 171 70  
## 6 68.2 173 70  
## ManufacturingProcess34 ManufacturingProcess35 ManufacturingProcess36  
## 1 2.4 486 0.019  
## 2 2.6 508 0.019  
## 3 2.6 509 0.018  
## 4 2.5 496 0.018  
## 5 2.5 468 0.017  
## 6 2.5 490 0.018  
## ManufacturingProcess37 ManufacturingProcess38 ManufacturingProcess39  
## 1 0.5 3 7.2  
## 2 2.0 2 7.2  
## 3 0.7 2 7.2  
## 4 1.2 2 7.2  
## 5 0.2 2 7.3  
## 6 0.4 2 7.2  
## ManufacturingProcess40 ManufacturingProcess41 ManufacturingProcess42  
## 1 NA NA 11.6  
## 2 0.1 0.15 11.1  
## 3 0.0 0.00 12.0  
## 4 0.0 0.00 10.6  
## 5 0.0 0.00 11.0  
## 6 0.0 0.00 11.5  
## ManufacturingProcess43 ManufacturingProcess44 ManufacturingProcess45  
## 1 3.0 1.8 2.4  
## 2 0.9 1.9 2.2  
## 3 1.0 1.8 2.3  
## 4 1.1 1.8 2.1  
## 5 1.1 1.7 2.1  
## 6 2.2 1.8 2.0

#### Response

Our code displays a table with the first 5 observations of each predictor variable. The table contains 57 predictors with 12 of those describing the input biological material and 45 describing the process predictors from 176 manufacturing runs. The response variable ‘Yield’ contains the percent yield for each run. There are missing values for several variables that will need imputation.

### Part B

#### Question

A small percentage of cells in the predictor set contain missing values. Use an imputation function to fill in these missing values (e.g., see Sect. 3.8).

#### Code

#Fill in missing values with the median of each feature  
for(i in 1:ncol(df)){  
 df[is.na(df[,i]), i] <- median(df[,i], na.rm = TRUE)}

#### Response

Roughly 1.04% of the data was missing. It was first checked for patterns in the missing values. There were none. The missing data points were noted as random occurrences where no special treatment was required during imputation. We then ran two methods of imputation for referencing, one by predictive mean matching and the other by median. We decided to use the data set imputed by the median of each variable. No missing values remained.

### Part C

#### Question

Split the data into a training and a test set, pre-process the data, and tune a model of your choice from this chapter.

#### Code

library(reshape2)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

cormat <- round(cor(df),2)  
melted\_cormat = melt(cormat)  
melted\_cormat\_df = data.frame(melted\_cormat)  
#Filter to only Yield and sort in descending order  
yield\_corr <- melted\_cormat\_df %>%   
 filter(Var2 == "Yield")  
yield\_corr$absvalue = abs(yield\_corr$value)  
yield\_corr2 = yield\_corr[order(-yield\_corr[,4]),]  
yield\_corr2

## Var1 Var2 value absvalue  
## 1 Yield Yield 1.00 1.00  
## 45 ManufacturingProcess32 Yield 0.61 0.61  
## 49 ManufacturingProcess36 Yield -0.53 0.53  
## 22 ManufacturingProcess09 Yield 0.50 0.50  
## 26 ManufacturingProcess13 Yield -0.50 0.50  
## 3 BiologicalMaterial02 Yield 0.48 0.48  
## 7 BiologicalMaterial06 Yield 0.48 0.48  
## 4 BiologicalMaterial03 Yield 0.45 0.45  
## 30 ManufacturingProcess17 Yield -0.43 0.43  
## 46 ManufacturingProcess33 Yield 0.42 0.42  
## 19 ManufacturingProcess06 Yield 0.39 0.39  
## 5 BiologicalMaterial04 Yield 0.38 0.38  
## 9 BiologicalMaterial08 Yield 0.38 0.38  
## 13 BiologicalMaterial12 Yield 0.37 0.37  
## 2 BiologicalMaterial01 Yield 0.36 0.36  
## 12 BiologicalMaterial11 Yield 0.35 0.35  
## 25 ManufacturingProcess12 Yield 0.35 0.35  
## 24 ManufacturingProcess11 Yield 0.32 0.32  
## 17 ManufacturingProcess04 Yield -0.26 0.26  
## 41 ManufacturingProcess28 Yield 0.26 0.26  
## 43 ManufacturingProcess30 Yield 0.23 0.23  
## 28 ManufacturingProcess15 Yield 0.22 0.22  
## 15 ManufacturingProcess02 Yield -0.21 0.21  
## 37 ManufacturingProcess24 Yield -0.21 0.21  
## 11 BiologicalMaterial10 Yield 0.20 0.20  
## 23 ManufacturingProcess10 Yield 0.20 0.20  
## 47 ManufacturingProcess34 Yield 0.17 0.17  
## 48 ManufacturingProcess35 Yield -0.17 0.17  
## 50 ManufacturingProcess37 Yield -0.16 0.16  
## 56 ManufacturingProcess43 Yield 0.16 0.16  
## 6 BiologicalMaterial05 Yield 0.15 0.15  
## 42 ManufacturingProcess29 Yield 0.15 0.15  
## 32 ManufacturingProcess19 Yield 0.13 0.13  
## 8 BiologicalMaterial07 Yield -0.11 0.11  
## 18 ManufacturingProcess05 Yield 0.11 0.11  
## 14 ManufacturingProcess01 Yield -0.10 0.10  
## 36 ManufacturingProcess23 Yield -0.10 0.10  
## 10 BiologicalMaterial09 Yield 0.09 0.09  
## 16 ManufacturingProcess03 Yield -0.09 0.09  
## 51 ManufacturingProcess38 Yield -0.09 0.09  
## 33 ManufacturingProcess20 Yield -0.07 0.07  
## 44 ManufacturingProcess31 Yield -0.07 0.07  
## 57 ManufacturingProcess44 Yield 0.07 0.07  
## 31 ManufacturingProcess18 Yield -0.06 0.06  
## 20 ManufacturingProcess07 Yield -0.04 0.04  
## 29 ManufacturingProcess16 Yield -0.04 0.04  
## 39 ManufacturingProcess26 Yield 0.04 0.04  
## 52 ManufacturingProcess39 Yield 0.04 0.04  
## 53 ManufacturingProcess40 Yield -0.04 0.04  
## 34 ManufacturingProcess21 Yield -0.03 0.03  
## 54 ManufacturingProcess41 Yield -0.03 0.03  
## 58 ManufacturingProcess45 Yield 0.03 0.03  
## 35 ManufacturingProcess22 Yield 0.02 0.02  
## 21 ManufacturingProcess08 Yield 0.01 0.01  
## 27 ManufacturingProcess14 Yield -0.01 0.01  
## 38 ManufacturingProcess25 Yield 0.01 0.01  
## 55 ManufacturingProcess42 Yield -0.01 0.01  
## 40 ManufacturingProcess27 Yield 0.00 0.00

library(AppliedPredictiveModeling)  
#Create Train and Test data sets  
bound <- floor((nrow(df)/4)\*3) #define % of training and test set  
df <- df[sample(nrow(df)), ]   
train <- df[1:bound, ]   
test <- df[(bound+1):nrow(df), ]   
  
  
#Create the regression model  
lmyield = lm(Yield~ManufacturingProcess32 +   
 ManufacturingProcess36 +   
 ManufacturingProcess09 +   
 ManufacturingProcess13 +   
 BiologicalMaterial02 +   
 BiologicalMaterial06 +   
 BiologicalMaterial03,   
 data=train)  
summary(lmyield)

##   
## Call:  
## lm(formula = Yield ~ ManufacturingProcess32 + ManufacturingProcess36 +   
## ManufacturingProcess09 + ManufacturingProcess13 + BiologicalMaterial02 +   
## BiologicalMaterial06 + BiologicalMaterial03, data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.69278 -0.85654 -0.07033 0.75329 2.79231   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.498e+01 1.323e+01 1.132 0.259737   
## ManufacturingProcess32 1.562e-01 3.227e-02 4.840 3.79e-06 \*\*\*  
## ManufacturingProcess36 -3.344e+02 1.837e+02 -1.820 0.071161 .   
## ManufacturingProcess09 3.914e-01 1.121e-01 3.492 0.000665 \*\*\*  
## ManufacturingProcess13 -3.325e-01 1.705e-01 -1.950 0.053373 .   
## BiologicalMaterial02 -7.825e-02 8.475e-02 -0.923 0.357683   
## BiologicalMaterial06 8.893e-02 9.005e-02 0.988 0.325293   
## BiologicalMaterial03 9.045e-03 5.222e-02 0.173 0.862761   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.158 on 124 degrees of freedom  
## Multiple R-squared: 0.6395, Adjusted R-squared: 0.6191   
## F-statistic: 31.42 on 7 and 124 DF, p-value: < 2.2e-16

#### Response

For pre-processing we identified and removed variables with a near zero variance then converted our existing data frame into a long format. This process removed one variable, "BiologicalMaterial07." We then created a correlation matrix of the predictors with our response, ‘Yield,’ and down selected to reduce the data dimensions and complete our preprocessing steps.

After splitting the data 75% to training and 25% to our test set, we chose to build a linear regression model using the top 7 features that had the strongest correlations with ‘Yield.’ They were selected based on absolute correlation strength. A table of all variable correlations with Yield is shown for reference.

```{r, echo=FALSE}

flextable(yield\_corr2) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

### Those selected are shown in the model summary which had a multiple R2 value of `r lmmod.summary$r.squared` indicating the model captures roughly `r round(lmmod.summary$r.squared, 2)\*100`% of the variation in response. We note that, this is likely not the best model for prediction with this data and the only significant predictors (based on an alpha level of 0.05) were ManufacturingProcess32 and ManufacturingProcess09. However, this was a simple model choice we could gather information from and improve on as necessary since we were given the option to tune the model of our choice.

### Part D

#### Question

Predict the response for the test set.What is the value of the performance metric and how does this compare with the resampled performance metric on the training set?

#### Code

library(Metrics)  
#predict with the test data  
predict(lmyield, newdata = test, interval ='prediction')

## fit lwr upr  
## 149 37.41259 35.00037 39.82481  
## 52 41.84460 39.52770 44.16151  
## 4 42.24634 39.85691 44.63577  
## 127 40.07372 37.73076 42.41667  
## 11 41.29020 38.89561 43.68478  
## 102 37.74870 35.40103 40.09638  
## 94 39.30978 36.96410 41.65547  
## 18 39.49314 37.13267 41.85362  
## 51 42.73422 40.36832 45.10012  
## 157 38.29153 35.95422 40.62885  
## 53 42.14444 39.78547 44.50340  
## 131 40.48238 38.17011 42.79466  
## 39 42.24668 39.87978 44.61358  
## 56 41.10247 38.77185 43.43309  
## 85 40.69485 38.33934 43.05036  
## 105 39.15680 36.80813 41.50546  
## 176 41.80531 39.46396 44.14666  
## 141 39.22742 36.87256 41.58228  
## 7 42.46095 40.01785 44.90405  
## 79 39.78438 37.44680 42.12195  
## 124 41.25995 38.91519 43.60471  
## 22 42.17586 39.79299 44.55873  
## 62 39.62210 37.30479 41.93941  
## 160 39.48122 37.14975 41.81270  
## 37 42.21153 39.87214 44.55091  
## 113 39.45965 37.12248 41.79681  
## 114 39.29788 36.96211 41.63364  
## 154 39.14508 36.82980 41.46036  
## 140 38.53250 36.14940 40.91561  
## 122 38.17730 35.80653 40.54807  
## 142 39.86423 37.55825 42.17021  
## 164 39.60294 37.29613 41.90975  
## 128 39.85840 37.52754 42.18927  
## 109 39.48345 37.16804 41.79887  
## 104 38.50695 36.18421 40.82969  
## 63 39.93996 37.63438 42.24553  
## 144 40.17922 37.87046 42.48798  
## 137 39.11052 36.74819 41.47285  
## 45 42.12258 39.76390 44.48125  
## 136 39.01567 36.62883 41.40252  
## 59 41.80081 39.44977 44.15186  
## 14 40.48219 38.15210 42.81228  
## 1 38.54437 36.09784 40.99090  
## 42 40.62549 38.24608 43.00490

#Predict with the test data  
lmyield\_test = predict(lmyield, newdata = test, interval ='prediction')  
lmyield\_test\_df = data.frame(lmyield\_test)  
lmyield\_test\_df$actual = test$Yield  
lmyield\_test\_df

## fit lwr upr actual  
## 149 37.41259 35.00037 39.82481 38.63  
## 52 41.84460 39.52770 44.16151 40.14  
## 4 42.24634 39.85691 44.63577 41.42  
## 127 40.07372 37.73076 42.41667 42.28  
## 11 41.29020 38.89561 43.68478 42.04  
## 102 37.74870 35.40103 40.09638 37.86  
## 94 39.30978 36.96410 41.65547 39.91  
## 18 39.49314 37.13267 41.85362 40.14  
## 51 42.73422 40.36832 45.10012 41.12  
## 157 38.29153 35.95422 40.62885 37.14  
## 53 42.14444 39.78547 44.50340 42.69  
## 131 40.48238 38.17011 42.79466 40.89  
## 39 42.24668 39.87978 44.61358 42.23  
## 56 41.10247 38.77185 43.43309 39.40  
## 85 40.69485 38.33934 43.05036 40.91  
## 105 39.15680 36.80813 41.50546 38.60  
## 176 41.80531 39.46396 44.14666 39.49  
## 141 39.22742 36.87256 41.58228 38.66  
## 7 42.46095 40.01785 44.90405 43.12  
## 79 39.78438 37.44680 42.12195 40.41  
## 124 41.25995 38.91519 43.60471 43.42  
## 22 42.17586 39.79299 44.55873 41.18  
## 62 39.62210 37.30479 41.93941 38.20  
## 160 39.48122 37.14975 41.81270 37.86  
## 37 42.21153 39.87214 44.55091 42.46  
## 113 39.45965 37.12248 41.79681 39.96  
## 114 39.29788 36.96211 41.63364 39.79  
## 154 39.14508 36.82980 41.46036 37.51  
## 140 38.53250 36.14940 40.91561 39.77  
## 122 38.17730 35.80653 40.54807 40.66  
## 142 39.86423 37.55825 42.17021 40.31  
## 164 39.60294 37.29613 41.90975 38.67  
## 128 39.85840 37.52754 42.18927 41.62  
## 109 39.48345 37.16804 41.79887 39.51  
## 104 38.50695 36.18421 40.82969 37.87  
## 63 39.93996 37.63438 42.24553 38.70  
## 144 40.17922 37.87046 42.48798 40.64  
## 137 39.11052 36.74819 41.47285 37.39  
## 45 42.12258 39.76390 44.48125 43.33  
## 136 39.01567 36.62883 41.40252 38.03  
## 59 41.80081 39.44977 44.15186 42.31  
## 14 40.48219 38.15210 42.81228 40.28  
## 1 38.54437 36.09784 40.99090 38.00  
## 42 40.62549 38.24608 43.00490 42.07

lmyield\_test\_rmse = rmse(lmyield\_test\_df$actual, lmyield\_test\_df$fit)  
cat('RMSE of the test data for this model is', lmyield\_test\_rmse)

## RMSE of the test data for this model is 1.17824

#### Response

Our fit $R^2$ value is `r df.res$R2.fit[2]` which indicates our model explains about `r round(df.res$R2.fit[2],2)\*100`% on the test set. This is lower than optimal if we were making predictions based on it and our RMSE (root mean squared error) does not perform as well as it could either. Compared to the same metrics on the training dataset, the test data performed slightly poorer at prediction. We can trace these results back to the model selection, which, if reselected, would likely improve given the information we have gained from this model.

### Part E

#### Question

Which predictors are most important in the model you have trained? Do either the biological or process predictors dominate the list?

#### Response

As shown in the above table with rank, variable, and importance values, the manufacturing process takes the most importance. Process predictors are seemingly more important with our model. However, looking back at the correlations when down selecting for our model, manufacturing processes still dominated the list when considering all available variables.

Recall that since our model relied on the 7 strongest correlations with Yield, the number of variables used in the model were already reduced. We also note that only two of our variables had significance below an alpha level of 0.05. Both of those variables were also process predictors (ManufacturingProcess32 and ManufacturingProcess09).

### Part F

#### Question

Explore the relationships between each of the top predictors and the response. How could this information be helpful in improving yield in future runs of the manufacturing process?

#### Response

We outline the relationships between each variable from the entire data set in the correlation plot where orange indicates a stronger positive relationship and blue indicates a stronger negative relationship.

Given our previous exploration of correlations, p-value significance levels, and feature fit with linear modeling, we can easily confirm that process predictors have more relevance in predicting yield. This bodes well as these features can be changes while biological ones cannot change. Simulations could be done using linear and other model types with modifications to focus on those predictors.

A good next step might be to build the model via forward stepwise or backward stepwise regression (or both). Training on some other models such as Random Forest, could also be used to identify which features are most relevant and expose their true nature when influencing yield. We note that prior to experimenting with process features value changes, it is difficult to know what will perform well.

## KJ 7.2

Friedman (1991) introduced several benchmark data sets created by simulation. One of these simulations used the following nonlinear equation to create data: y = 10 sin(πx1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5 + N(0, σ2) where the x values are random variables uniformly distributed between [0, 1] (there are also 5 other non-informative variables also created in the simulation).The package mlbench contains a function called mlbench.friedman1 that simulates these data: > library(mlbench) > set.seed(200) > trainingData <- mlbench.friedman1(200, sd = 1) > ## We convert the ‘x’ data from a matrix to a data frame > ## One reason is that this will give the columns names. > trainingDatax) > ## Look at the data using > featurePlot(trainingDatay) > ## or other methods. > > ## This creates a list with a vector ‘y’ and a matrix > ## of predictors ‘x’. Also simulate a large test set to > ## estimate the true error rate with good precision: > testData <- mlbench.friedman1(5000, sd = 1) > testDatax)

### Part A

#### Question

Tune several models on these data. An example is shown in the code. Which models appear to give the best performance? Does MARS select the informative predictors (those named X1–X5)?

#### Code

library(mlbench)  
library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

##   
## Attaching package: 'caret'

## The following objects are masked from 'package:Metrics':  
##   
## precision, recall

library(AppliedPredictiveModeling)  
library(kernlab)

##   
## Attaching package: 'kernlab'

## The following object is masked from 'package:ggplot2':  
##   
## alpha

library(doParallel) # Used for computation

## Loading required package: foreach

## Loading required package: iterators

## Loading required package: parallel

library(earth) # Package necessary for marsModel

## Loading required package: Formula

## Loading required package: plotmo

## Loading required package: plotrix

## Loading required package: TeachingDemos

registerDoParallel(cores=2)  
getDoParWorkers()

## [1] 2

set.seed(200)  
trainingData <- mlbench.friedman1(200, sd = 1)  
## We convert the ' x ' data from a matrix to a data frame  
## One reason is that this will give the columns names.  
trainingData$x <- data.frame(trainingData$x)  
## Look at the data using  
#featurePlot(trainingData$x, trainingData$y)  
## or other methods.  
## This creates a list with a vector ' y ' and a matrix  
## of predictors ' x ' . Also simulate a large test set to  
## estimate the true error rate with good precision:  
testData <- mlbench.friedman1(5000, sd = 1)  
testData$x <- data.frame(testData$x)  
knnModel <- train(x = trainingData$x, y = trainingData$y, method = "knn", preProc = c("center", "scale"), tuneLength = 10)  
knnPred <- predict(knnModel, newdata = testData$x)  
## The function 'postResample' can be used to get the test set   
## performance values  
postResample(pred = knnPred, obs = testData$y)

## RMSE Rsquared MAE   
## 3.2040595 0.6819919 2.5683461

svmModel <- train(x = trainingData$x,  
 y = trainingData$y,  
 method = "svmRadial",  
 tuneLength=10,  
 preProc = c("center", "scale"))  
svmPred <- predict(svmModel, newdata = testData$x)  
postResample(pred = svmPred, obs = testData$y)

## RMSE Rsquared MAE   
## 2.0864652 0.8236735 1.5854649

nnetGrid <- expand.grid(.decay=c(0, 0.01, 0.1, 0.5, 0.9),  
 .size=c(1, 10, 15, 20),  
 .bag=FALSE)  
nnetModel <- train(x = trainingData$x,  
 y = trainingData$y,  
 method = "avNNet",  
 tuneGrid = nnetGrid,  
 preProc = c("center", "scale"),  
 trace=FALSE,  
 linout=TRUE,  
 maxit=500)  
# Neural net may take several minutes  
nnetPred <- predict(nnetModel, newdata = testData$x)  
postResample(pred = nnetPred, obs = testData$y)

## RMSE Rsquared MAE   
## 1.894755 0.856176 1.441820

marsGrid <- expand.grid(.degree=1:2,  
 .nprune=2:20)  
marsModel <- train(x = trainingData$x,  
 y = trainingData$y,  
 method = "earth",  
 tuneGrid = marsGrid,  
 preProc = c("center", "scale"))  
marsPred <- predict(marsModel, newdata = testData$x)  
postResample(pred = marsPred, obs = testData$y)

## RMSE Rsquared MAE   
## 1.3227340 0.9291489 1.0524686

knnModel

## k-Nearest Neighbors   
##   
## 200 samples  
## 10 predictor  
##   
## Pre-processing: centered (10), scaled (10)   
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 200, 200, 200, 200, 200, 200, ...   
## Resampling results across tuning parameters:  
##   
## k RMSE Rsquared MAE   
## 5 3.466085 0.5121775 2.816838  
## 7 3.349428 0.5452823 2.727410  
## 9 3.264276 0.5785990 2.660026  
## 11 3.214216 0.6024244 2.603767  
## 13 3.196510 0.6176570 2.591935  
## 15 3.184173 0.6305506 2.577482  
## 17 3.183130 0.6425367 2.567787  
## 19 3.198752 0.6483184 2.592683  
## 21 3.188993 0.6611428 2.588787  
## 23 3.200458 0.6638353 2.604529  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final value used for the model was k = 17.

svmModel

## Support Vector Machines with Radial Basis Function Kernel   
##   
## 200 samples  
## 10 predictor  
##   
## Pre-processing: centered (10), scaled (10)   
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 200, 200, 200, 200, 200, 200, ...   
## Resampling results across tuning parameters:  
##   
## C RMSE Rsquared MAE   
## 0.25 2.545335 0.7804647 2.015121  
## 0.50 2.319786 0.7965148 1.830009  
## 1.00 2.188349 0.8119636 1.726027  
## 2.00 2.103655 0.8241314 1.655842  
## 4.00 2.066879 0.8294322 1.631051  
## 8.00 2.052681 0.8313929 1.623550  
## 16.00 2.049867 0.8318312 1.621820  
## 32.00 2.049867 0.8318312 1.621820  
## 64.00 2.049867 0.8318312 1.621820  
## 128.00 2.049867 0.8318312 1.621820  
##   
## Tuning parameter 'sigma' was held constant at a value of 0.06802164  
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were sigma = 0.06802164 and C = 16.

nnetModel

## Model Averaged Neural Network   
##   
## 200 samples  
## 10 predictor  
##   
## Pre-processing: centered (10), scaled (10)   
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 200, 200, 200, 200, 200, 200, ...   
## Resampling results across tuning parameters:  
##   
## decay size RMSE Rsquared MAE   
## 0.00 1 2.589902 0.7324403 2.014450  
## 0.00 10 3.082909 0.6581005 2.345346  
## 0.00 15 2.666684 0.7202739 2.135432  
## 0.00 20 2.634394 0.7273102 2.116201  
## 0.01 1 2.567190 0.7363972 1.993021  
## 0.01 10 2.714509 0.7118994 2.173845  
## 0.01 15 2.435366 0.7634558 1.935705  
## 0.01 20 2.346376 0.7801847 1.850974  
## 0.10 1 2.580129 0.7336990 2.000459  
## 0.10 10 2.528971 0.7492960 2.003431  
## 0.10 15 2.309856 0.7879857 1.823430  
## 0.10 20 2.289300 0.7922572 1.799799  
## 0.50 1 2.620985 0.7251648 2.034073  
## 0.50 10 2.389468 0.7734132 1.893293  
## 0.50 15 2.248817 0.7979988 1.778851  
## 0.50 20 2.257951 0.7973906 1.768133  
## 0.90 1 2.649162 0.7195330 2.057453  
## 0.90 10 2.339031 0.7803865 1.849270  
## 0.90 15 2.247236 0.7980673 1.774157  
## 0.90 20 2.248629 0.7989807 1.770371  
##   
## Tuning parameter 'bag' was held constant at a value of FALSE  
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were size = 15, decay = 0.9 and bag = FALSE.

marsModel

## Multivariate Adaptive Regression Spline   
##   
## 200 samples  
## 10 predictor  
##   
## Pre-processing: centered (10), scaled (10)   
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 200, 200, 200, 200, 200, 200, ...   
## Resampling results across tuning parameters:  
##   
## degree nprune RMSE Rsquared MAE   
## 1 2 4.420600 0.2049915 3.619816  
## 1 3 3.701246 0.4408654 2.951090  
## 1 4 2.799544 0.6800991 2.225051  
## 1 5 2.538474 0.7359840 2.028529  
## 1 6 2.392972 0.7670752 1.895457  
## 1 7 1.997878 0.8371559 1.571951  
## 1 8 1.876575 0.8570992 1.467108  
## 1 9 1.812964 0.8663208 1.420100  
## 1 10 1.782912 0.8704084 1.399319  
## 1 11 1.771684 0.8718386 1.386223  
## 1 12 1.787483 0.8701198 1.395825  
## 1 13 1.805686 0.8678252 1.407169  
## 1 14 1.804984 0.8683606 1.410113  
## 1 15 1.831547 0.8648770 1.433968  
## 1 16 1.839945 0.8637020 1.438650  
## 1 17 1.834362 0.8644089 1.434148  
## 1 18 1.834362 0.8644089 1.434148  
## 1 19 1.834362 0.8644089 1.434148  
## 1 20 1.834362 0.8644089 1.434148  
## 2 2 4.424916 0.2035789 3.628878  
## 2 3 3.680817 0.4479081 2.941723  
## 2 4 2.858745 0.6646861 2.265031  
## 2 5 2.589553 0.7239981 2.070119  
## 2 6 2.464649 0.7530842 1.944510  
## 2 7 2.090644 0.8201211 1.642564  
## 2 8 1.917597 0.8491333 1.508119  
## 2 9 1.808609 0.8641337 1.419806  
## 2 10 1.697999 0.8803917 1.328664  
## 2 11 1.600188 0.8932347 1.251957  
## 2 12 1.554919 0.8988995 1.222037  
## 2 13 1.482903 0.9082352 1.153521  
## 2 14 1.529860 0.9025187 1.186956  
## 2 15 1.551420 0.9004952 1.202656  
## 2 16 1.564789 0.8995960 1.211800  
## 2 17 1.555896 0.9007856 1.208746  
## 2 18 1.553024 0.9011837 1.207791  
## 2 19 1.566099 0.8996463 1.214404  
## 2 20 1.566099 0.8996463 1.214404  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were nprune = 13 and degree = 2.

postResample(pred = nnetPred, obs = testData$y)

## RMSE Rsquared MAE   
## 1.894755 0.856176 1.441820

postResample(pred = svmPred, obs = testData$y)

## RMSE Rsquared MAE   
## 2.0864652 0.8236735 1.5854649

postResample(pred = marsPred, obs = testData$y)

## RMSE Rsquared MAE   
## 1.3227340 0.9291489 1.0524686

varImp(marsModel)

## earth variable importance  
##   
## Overall  
## X1 100.00  
## X4 75.40  
## X2 49.00  
## X5 15.72  
## X3 0.00

#### Response

KNN, SVM, Neural Network, and MARS models were used for testing performances. Since the KNN model code was given as an example and did not perform as well as the others, we leave its performance statistics out.

Based on RMSE, the MARS model performs best. It also appears to select the informative predictors (X1-X5). A table of these statistics is provided to compare each model we created.

```{r, echo=FALSE}

flextable(modstat7.2) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

## KJ 7.5

Exercise 6.3 describes data for a chemical manufacturing process. Use the same data imputation, data splitting, and pre-processing steps as before and train several nonlinear regression models.

### Part A

#### Question

Which nonlinear regression model gives the optimal resampling and test set performance?

#### Code

# Recreate RMSE from 6.3  
# Part A load the data  
library(AppliedPredictiveModeling)  
#Load the data  
data(ChemicalManufacturingProcess)  
df = data.frame(ChemicalManufacturingProcess)  
# Part B Fill in missing values with the median of each feature  
for(i in 1:ncol(df)){  
 df[is.na(df[,i]), i] <- median(df[,i], na.rm = TRUE)}  
# Part C Correlations and Modeling  
library(reshape2)  
library(dplyr)  
cormat <- round(cor(df),2)  
melted\_cormat = melt(cormat)  
melted\_cormat\_df = data.frame(melted\_cormat)  
#Filter to only Yield and sort in descending order  
yield\_corr <- melted\_cormat\_df %>%   
 filter(Var2 == "Yield")  
yield\_corr$absvalue = abs(yield\_corr$value)  
yield\_corr2 = yield\_corr[order(-yield\_corr[,4]),]  
yield\_corr2

## Var1 Var2 value absvalue  
## 1 Yield Yield 1.00 1.00  
## 45 ManufacturingProcess32 Yield 0.61 0.61  
## 49 ManufacturingProcess36 Yield -0.53 0.53  
## 22 ManufacturingProcess09 Yield 0.50 0.50  
## 26 ManufacturingProcess13 Yield -0.50 0.50  
## 3 BiologicalMaterial02 Yield 0.48 0.48  
## 7 BiologicalMaterial06 Yield 0.48 0.48  
## 4 BiologicalMaterial03 Yield 0.45 0.45  
## 30 ManufacturingProcess17 Yield -0.43 0.43  
## 46 ManufacturingProcess33 Yield 0.42 0.42  
## 19 ManufacturingProcess06 Yield 0.39 0.39  
## 5 BiologicalMaterial04 Yield 0.38 0.38  
## 9 BiologicalMaterial08 Yield 0.38 0.38  
## 13 BiologicalMaterial12 Yield 0.37 0.37  
## 2 BiologicalMaterial01 Yield 0.36 0.36  
## 12 BiologicalMaterial11 Yield 0.35 0.35  
## 25 ManufacturingProcess12 Yield 0.35 0.35  
## 24 ManufacturingProcess11 Yield 0.32 0.32  
## 17 ManufacturingProcess04 Yield -0.26 0.26  
## 41 ManufacturingProcess28 Yield 0.26 0.26  
## 43 ManufacturingProcess30 Yield 0.23 0.23  
## 28 ManufacturingProcess15 Yield 0.22 0.22  
## 15 ManufacturingProcess02 Yield -0.21 0.21  
## 37 ManufacturingProcess24 Yield -0.21 0.21  
## 11 BiologicalMaterial10 Yield 0.20 0.20  
## 23 ManufacturingProcess10 Yield 0.20 0.20  
## 47 ManufacturingProcess34 Yield 0.17 0.17  
## 48 ManufacturingProcess35 Yield -0.17 0.17  
## 50 ManufacturingProcess37 Yield -0.16 0.16  
## 56 ManufacturingProcess43 Yield 0.16 0.16  
## 6 BiologicalMaterial05 Yield 0.15 0.15  
## 42 ManufacturingProcess29 Yield 0.15 0.15  
## 32 ManufacturingProcess19 Yield 0.13 0.13  
## 8 BiologicalMaterial07 Yield -0.11 0.11  
## 18 ManufacturingProcess05 Yield 0.11 0.11  
## 14 ManufacturingProcess01 Yield -0.10 0.10  
## 36 ManufacturingProcess23 Yield -0.10 0.10  
## 10 BiologicalMaterial09 Yield 0.09 0.09  
## 16 ManufacturingProcess03 Yield -0.09 0.09  
## 51 ManufacturingProcess38 Yield -0.09 0.09  
## 33 ManufacturingProcess20 Yield -0.07 0.07  
## 44 ManufacturingProcess31 Yield -0.07 0.07  
## 57 ManufacturingProcess44 Yield 0.07 0.07  
## 31 ManufacturingProcess18 Yield -0.06 0.06  
## 20 ManufacturingProcess07 Yield -0.04 0.04  
## 29 ManufacturingProcess16 Yield -0.04 0.04  
## 39 ManufacturingProcess26 Yield 0.04 0.04  
## 52 ManufacturingProcess39 Yield 0.04 0.04  
## 53 ManufacturingProcess40 Yield -0.04 0.04  
## 34 ManufacturingProcess21 Yield -0.03 0.03  
## 54 ManufacturingProcess41 Yield -0.03 0.03  
## 58 ManufacturingProcess45 Yield 0.03 0.03  
## 35 ManufacturingProcess22 Yield 0.02 0.02  
## 21 ManufacturingProcess08 Yield 0.01 0.01  
## 27 ManufacturingProcess14 Yield -0.01 0.01  
## 38 ManufacturingProcess25 Yield 0.01 0.01  
## 55 ManufacturingProcess42 Yield -0.01 0.01  
## 40 ManufacturingProcess27 Yield 0.00 0.00

library(AppliedPredictiveModeling)  
#Create Train and Test data sets  
bound <- floor((nrow(df)/4)\*3) #define % of training and test set  
df <- df[sample(nrow(df)), ]   
train <- df[1:bound, ]   
test <- df[(bound+1):nrow(df), ]   
#Create the regression model  
lmyield = lm(Yield~ManufacturingProcess32 +   
 ManufacturingProcess36 +   
 ManufacturingProcess09 +   
 ManufacturingProcess13 +   
 BiologicalMaterial02 +   
 BiologicalMaterial06 +   
 BiologicalMaterial03,   
 data=train)  
summary(lmyield)

##   
## Call:  
## lm(formula = Yield ~ ManufacturingProcess32 + ManufacturingProcess36 +   
## ManufacturingProcess09 + ManufacturingProcess13 + BiologicalMaterial02 +   
## BiologicalMaterial06 + BiologicalMaterial03, data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.44421 -0.90710 -0.01637 0.65844 2.77625   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 8.74867 13.49126 0.648 0.517880   
## ManufacturingProcess32 0.15921 0.03200 4.975 2.13e-06 \*\*\*  
## ManufacturingProcess36 -227.74633 176.47679 -1.291 0.199272   
## ManufacturingProcess09 0.39310 0.11507 3.416 0.000859 \*\*\*  
## ManufacturingProcess13 -0.25506 0.17520 -1.456 0.147966   
## BiologicalMaterial02 -0.03588 0.08290 -0.433 0.665897   
## BiologicalMaterial06 0.03966 0.09129 0.434 0.664707   
## BiologicalMaterial03 0.02330 0.05627 0.414 0.679492   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.142 on 124 degrees of freedom  
## Multiple R-squared: 0.584, Adjusted R-squared: 0.5605   
## F-statistic: 24.86 on 7 and 124 DF, p-value: < 2.2e-16

# Part D Predictions  
library(Metrics)  
# predict with the test data  
predict(lmyield, newdata = test, interval ='prediction')

## fit lwr upr  
## 25 42.77604 40.43479 45.11728  
## 151 38.43567 36.13067 40.74067  
## 176 41.75110 39.43371 44.06850  
## 159 39.30670 37.02850 41.58489  
## 126 39.59217 37.30427 41.88007  
## 24 41.71571 39.34341 44.08801  
## 103 38.33210 36.01535 40.64885  
## 3 42.52655 40.11831 44.93479  
## 48 42.76404 40.42088 45.10720  
## 112 39.53533 37.20728 41.86338  
## 4 42.14915 39.75946 44.53885  
## 154 39.17472 36.89197 41.45746  
## 12 42.12787 39.75432 44.50142  
## 132 40.04697 37.76775 42.32619  
## 23 41.26694 38.91400 43.61988  
## 77 39.96947 37.67576 42.26318  
## 36 39.83317 37.53358 42.13276  
## 32 42.07901 39.76120 44.39683  
## 175 41.10639 38.79195 43.42082  
## 27 36.73048 34.17654 39.28441  
## 46 42.12946 39.79717 44.46174  
## 69 39.34328 37.06874 41.61782  
## 17 41.26832 38.90222 43.63442  
## 26 37.31403 34.81260 39.81545  
## 82 41.50135 39.06888 43.93382  
## 156 38.11272 35.81537 40.41008  
## 107 39.50866 37.23090 41.78642  
## 71 39.24312 36.94497 41.54126  
## 63 39.93102 37.65794 42.20410  
## 169 40.50364 38.16061 42.84667  
## 140 38.48902 36.13284 40.84520  
## 49 43.33629 40.92890 45.74369  
## 53 42.06928 39.73544 44.40312  
## 2 42.45565 40.06938 44.84192  
## 81 39.84315 37.52872 42.15759  
## 144 40.17583 37.89852 42.45314  
## 67 41.64302 39.31128 43.97477  
## 134 39.58431 37.27683 41.89178  
## 9 41.37090 39.03220 43.70960  
## 148 38.04294 35.71787 40.36800  
## 113 39.59029 37.27450 41.90607  
## 29 38.11138 35.52380 40.69896  
## 43 41.83860 39.53510 44.14210  
## 56 41.13524 38.83282 43.43766

# Predict with the test data  
lmyield\_test = predict(lmyield, newdata = test, interval ='prediction')  
lmyield\_test\_df = data.frame(lmyield\_test)  
lmyield\_test\_df$actual = test$Yield  
lmyield\_test\_df

## fit lwr upr actual  
## 25 42.77604 40.43479 45.11728 43.38  
## 151 38.43567 36.13067 40.74067 40.96  
## 176 41.75110 39.43371 44.06850 39.49  
## 159 39.30670 37.02850 41.58489 38.03  
## 126 39.59217 37.30427 41.88007 41.31  
## 24 41.71571 39.34341 44.08801 41.89  
## 103 38.33210 36.01535 40.64885 38.05  
## 3 42.52655 40.11831 44.93479 42.03  
## 48 42.76404 40.42088 45.10720 43.84  
## 112 39.53533 37.20728 41.86338 40.19  
## 4 42.14915 39.75946 44.53885 41.42  
## 154 39.17472 36.89197 41.45746 37.51  
## 12 42.12787 39.75432 44.50142 42.68  
## 132 40.04697 37.76775 42.32619 40.82  
## 23 41.26694 38.91400 43.61988 40.70  
## 77 39.96947 37.67576 42.26318 38.73  
## 36 39.83317 37.53358 42.13276 40.87  
## 32 42.07901 39.76120 44.39683 41.87  
## 175 41.10639 38.79195 43.42082 38.48  
## 27 36.73048 34.17654 39.28441 35.25  
## 46 42.12946 39.79717 44.46174 42.61  
## 69 39.34328 37.06874 41.61782 39.71  
## 17 41.26832 38.90222 43.63442 40.89  
## 26 37.31403 34.81260 39.81545 36.83  
## 82 41.50135 39.06888 43.93382 41.25  
## 156 38.11272 35.81537 40.41008 36.77  
## 107 39.50866 37.23090 41.78642 39.42  
## 71 39.24312 36.94497 41.54126 39.16  
## 63 39.93102 37.65794 42.20410 38.70  
## 169 40.50364 38.16061 42.84667 38.90  
## 140 38.48902 36.13284 40.84520 39.77  
## 49 43.33629 40.92890 45.74369 46.34  
## 53 42.06928 39.73544 44.40312 42.69  
## 2 42.45565 40.06938 44.84192 42.44  
## 81 39.84315 37.52872 42.15759 39.79  
## 144 40.17583 37.89852 42.45314 40.64  
## 67 41.64302 39.31128 43.97477 41.96  
## 134 39.58431 37.27683 41.89178 38.05  
## 9 41.37090 39.03220 43.70960 41.49  
## 148 38.04294 35.71787 40.36800 39.14  
## 113 39.59029 37.27450 41.90607 39.96  
## 29 38.11138 35.52380 40.69896 38.52  
## 43 41.83860 39.53510 44.14210 44.35  
## 56 41.13524 38.83282 43.43766 39.40

lmyield\_test\_rmse = rmse(lmyield\_test\_df$actual, lmyield\_test\_df$fit)  
cat('RMSE of the test data for this model is', lmyield\_test\_rmse)

## RMSE of the test data for this model is 1.223971

# Apply 6.3 to 7.5   
library(caret)  
#Create Train and Test data sets  
bound <- floor((nrow(df)/4)\*3) #define % of training and test set  
df <- df[sample(nrow(df)), ]   
train <- df[1:bound, ]   
test <- df[(bound+1):nrow(df), ]   
#Create the train x and train y datasets for HW 7.5  
trainx = train[,2:ncol(train)]  
trainy = train$Yield  
  
testx = test[,2:ncol(test)]  
testy = test$Yield  
#Using KNN for HW 7.5  
#Train KNN  
knnModel <- train(x=trainx, y=trainy)  
knnModel

## Random Forest   
##   
## 132 samples  
## 57 predictor  
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 132, 132, 132, 132, 132, 132, ...   
## Resampling results across tuning parameters:  
##   
## mtry RMSE Rsquared MAE   
## 2 1.370286 0.5748113 1.114728  
## 29 1.291664 0.5664502 1.010097  
## 57 1.328372 0.5327052 1.026103  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final value used for the model was mtry = 29.

#Example from the book on how to predict  
knnPred <- predict(knnModel, newdata = testx)  
## The function 'postResample' can be used to get the test set  
## performance values  
postResample(pred = knnPred, obs = testy)

## RMSE Rsquared MAE   
## 0.9497665 0.6896668 0.7368882

#Using MARS for HW7.5  
#Train using MARS  
marsFit <- earth(trainx, trainy)  
summary(marsFit)

## Call: earth(x=trainx, y=trainy)  
##   
## coefficients  
## (Intercept) 39.144063  
## h(72.41-BiologicalMaterial03) -0.089877  
## h(12.5-ManufacturingProcess01) -0.167684  
## h(209.8-ManufacturingProcess06) -0.196802  
## h(43.84-ManufacturingProcess09) -0.456702  
## h(ManufacturingProcess09-43.84) 0.301157  
## h(33.1-ManufacturingProcess13) 2.004453  
## h(10.2-ManufacturingProcess28) 0.053345  
## h(ManufacturingProcess32-152) 0.242609  
## h(61-ManufacturingProcess33) 0.481826  
## h(7.2-ManufacturingProcess39) -0.240470  
## h(ManufacturingProcess39-7.2) -3.885665  
##   
## Selected 12 of 21 terms, and 9 of 57 predictors  
## Termination condition: RSq changed by less than 0.001 at 21 terms  
## Importance: ManufacturingProcess32, ManufacturingProcess09, ...  
## Number of terms at each degree of interaction: 1 11 (additive model)  
## GCV 1.189166 RSS 107.034 GRSq 0.6765851 RSq 0.7760916

#MARS tune  
# Define the candidate models to test  
marsGrid <- expand.grid(.degree = 1:2, .nprune = 2:38)  
# Fix the seed so that the results can be reproduced  
set.seed(100)  
marsTuned <- train(trainx, trainy,method = "earth",tuneGrid = marsGrid, trControl = trainControl(method = "cv"))  
marsTuned

## Multivariate Adaptive Regression Spline   
##   
## 132 samples  
## 57 predictor  
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 119, 119, 118, 120, 119, 118, ...   
## Resampling results across tuning parameters:  
##   
## degree nprune RMSE Rsquared MAE   
## 1 2 1.451069 0.4676867 1.1540743  
## 1 3 1.335116 0.5220707 1.0931425  
## 1 4 1.343203 0.5263327 1.1104647  
## 1 5 1.355265 0.5268058 1.0990902  
## 1 6 1.273949 0.5691816 1.0242302  
## 1 7 1.299613 0.5537436 1.0819112  
## 1 8 1.361062 0.5159438 1.0961474  
## 1 9 1.401224 0.5065660 1.1232654  
## 1 10 1.402384 0.5169186 1.1194640  
## 1 11 1.369493 0.5315924 1.1137267  
## 1 12 1.330221 0.5403815 1.0767529  
## 1 13 1.339242 0.5414844 1.0750374  
## 1 14 1.346520 0.5393709 1.0860846  
## 1 15 1.350232 0.5354554 1.0929352  
## 1 16 1.350232 0.5354554 1.0929352  
## 1 17 1.350232 0.5354554 1.0929352  
## 1 18 1.350232 0.5354554 1.0929352  
## 1 19 1.350232 0.5354554 1.0929352  
## 1 20 1.350232 0.5354554 1.0929352  
## 1 21 1.350232 0.5354554 1.0929352  
## 1 22 1.350232 0.5354554 1.0929352  
## 1 23 1.350232 0.5354554 1.0929352  
## 1 24 1.350232 0.5354554 1.0929352  
## 1 25 1.350232 0.5354554 1.0929352  
## 1 26 1.350232 0.5354554 1.0929352  
## 1 27 1.350232 0.5354554 1.0929352  
## 1 28 1.350232 0.5354554 1.0929352  
## 1 29 1.350232 0.5354554 1.0929352  
## 1 30 1.350232 0.5354554 1.0929352  
## 1 31 1.350232 0.5354554 1.0929352  
## 1 32 1.350232 0.5354554 1.0929352  
## 1 33 1.350232 0.5354554 1.0929352  
## 1 34 1.350232 0.5354554 1.0929352  
## 1 35 1.350232 0.5354554 1.0929352  
## 1 36 1.350232 0.5354554 1.0929352  
## 1 37 1.350232 0.5354554 1.0929352  
## 1 38 1.350232 0.5354554 1.0929352  
## 2 2 1.451069 0.4676867 1.1540743  
## 2 3 1.310292 0.5202345 1.0623547  
## 2 4 1.185512 0.6219954 0.9644920  
## 2 5 1.210826 0.6160088 0.9936183  
## 2 6 1.279618 0.5917242 1.0220261  
## 2 7 1.320625 0.5845782 1.0475047  
## 2 8 1.285528 0.6031614 1.0112410  
## 2 9 1.255311 0.6229948 0.9789426  
## 2 10 1.249870 0.6230238 0.9793693  
## 2 11 1.290423 0.6089043 1.0146814  
## 2 12 1.276335 0.6230513 0.9981833  
## 2 13 1.299153 0.6111072 1.0212064  
## 2 14 1.312451 0.6106052 1.0344145  
## 2 15 1.347846 0.6049178 1.0430479  
## 2 16 1.325749 0.6157096 1.0184699  
## 2 17 1.325561 0.6166835 1.0157942  
## 2 18 1.309769 0.6224005 1.0084643  
## 2 19 1.337595 0.6193371 1.0304649  
## 2 20 1.364375 0.6147098 1.0571589  
## 2 21 1.382851 0.6110499 1.0667885  
## 2 22 1.382851 0.6110499 1.0667885  
## 2 23 1.379967 0.6122970 1.0820284  
## 2 24 1.379967 0.6122970 1.0820284  
## 2 25 1.379967 0.6122970 1.0820284  
## 2 26 1.379967 0.6122970 1.0820284  
## 2 27 1.379967 0.6122970 1.0820284  
## 2 28 1.379967 0.6122970 1.0820284  
## 2 29 1.379967 0.6122970 1.0820284  
## 2 30 1.379967 0.6122970 1.0820284  
## 2 31 1.379967 0.6122970 1.0820284  
## 2 32 1.379967 0.6122970 1.0820284  
## 2 33 1.379967 0.6122970 1.0820284  
## 2 34 1.379967 0.6122970 1.0820284  
## 2 35 1.379967 0.6122970 1.0820284  
## 2 36 1.379967 0.6122970 1.0820284  
## 2 37 1.379967 0.6122970 1.0820284  
## 2 38 1.379967 0.6122970 1.0820284  
##   
## RMSE was used to select the optimal model using the smallest value.  
## The final values used for the model were nprune = 4 and degree = 2.

#Predict with MARS  
head(predict(marsTuned, testx))

## y  
## [1,] 39.83914  
## [2,] 38.13659  
## [3,] 39.84109  
## [4,] 39.68153  
## [5,] 39.30739  
## [6,] 39.85167

#Relevant features with MARS  
varImp(marsTuned)

## earth variable importance  
##   
## Overall  
## ManufacturingProcess32 100  
## ManufacturingProcess09 0

#### Response

KNN, SVM, and MARS models were trained, summarized, tuned, and tested with the chemical data. The SVM model performs the best in its R squared value and has a lower MAE. For this we would use the SVM model. However, the MARS model produced a lower RMSE in our prediction test. See the model test results table based on predicted data for more descriptive statistics.

### Part B

#### Question

Which predictors are most important in the optimal nonlinear regression model? Do either the biological or process variables dominate the list? How do the top ten important predictors compare to the top ten predictors from the optimal linear model?

#### Code

Done. [missing code to show below - fill in]

#### Response

The process variables dominate the list regardless of how we review the models. The top ten most important predictors are majority process based. If we assume the SVM is our best and review its predictors we can produce the following rank for each predictor with its importance score:

```{r}

flextable(impsvm.tbl[1:10,]) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

Alternatively, we can perform the same calculations on the MARS model if it were selected as our best and there would only be 3 predictors with ManufacturingProcess32 of most importance. Our MARS ranking would look shorter.

```{r}

flextable(impmar.tbl) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

We note that the methods used to determine the optimal nonlinear regression model are different than those of the optimal linear model. For example, our varImp function in the caret package of R does not contain a method for selecting model type when evaluating predictor importance. Instead, it seems to filter the variables through regression, fit a LOESS line from predictor to outcome, and calculate an R squared term for each predictor. It then orders the predictors by R squared value in descending order, arranging the highest (and most important) predictors at the top. This is not the same for all model types.

### 

### Part C

#### Question

Explore the relationships between the top predictors and the response for the predictors that are unique to the optimal nonlinear regression model. Do these plots reveal intuition about the biological or process predictors and their relationship with yield?

#### Code

Done.

#### Response

Scatterplots with LOESS and linear estimates are fit to our 10 most important predictors from the SVM model to gain an understanding of their relationships with Yield as it is observed. We notice that ManufacturingProcess32 has the clearest linear relationship with yield and the process predictors each seem to have a single optimal value for maximizing yield (beyond which there are diminishing returns). Biological predictors remain less predictable to our model. Thus, we can say part of our intuition is confirmed based on our exploration of the data. However, our radial SVM model transformed the data such that we are not able to visualize its relationship clearly in two-dimensional space. Thus, the initial observations before modeling provide the best visualization to gain well-rounded understanding.

## KJ 8.1

8.1. Recreate the simulated data from Exercise 7.2:

library(mlbench) set.seed(200) simulated <- mlbench.friedman1(200, sd = 1) simulated <- cbind(simulatedy) simulated <- as.data.frame(simulated) colnames(simulated)[ncol(simulated)] <- “y”

library(mlbench)  
library(randomForest)

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:ggplot2':  
##   
## margin

## The following object is masked from 'package:dplyr':  
##   
## combine

library(caret)  
library(partykit)

## Loading required package: grid

## Loading required package: libcoin

## Loading required package: mvtnorm

library(dplyr)  
library(gbm)

## Loaded gbm 2.1.8

library(Cubist)  
set.seed(200)  
simulated <- mlbench.friedman1(200, sd = 1)  
simulated <- cbind(simulated$x, simulated$y)  
simulated <- as.data.frame(simulated)  
colnames(simulated)[ncol(simulated)] <- "y"  
model1 <- randomForest(y ~ .,   
 data = simulated,  
 importance = TRUE,  
 ntree = 1000)  
rfImp1 <- varImp(model1, scale = FALSE)  
rfImp1

## Overall  
## V1 8.732235404  
## V2 6.415369387  
## V3 0.763591825  
## V4 7.615118809  
## V5 2.023524577  
## V6 0.165111172  
## V7 -0.005961659  
## V8 -0.166362581  
## V9 -0.095292651  
## V10 -0.074944788

simulated$duplicate1 <- simulated$V1 + rnorm(200) \* .1  
cor(simulated$duplicate1, simulated$V1)

## [1] 0.9460206

model2 <- randomForest(y ~ .,   
 data = simulated,  
 importance = TRUE,  
 ntree = 1000)  
rfImp2 <- varImp(model2, scale = FALSE)  
rfImp2

## Overall  
## V1 5.69119973  
## V2 6.06896061  
## V3 0.62970218  
## V4 7.04752238  
## V5 1.87238438  
## V6 0.13569065  
## V7 -0.01345645  
## V8 -0.04370565  
## V9 0.00840438  
## V10 0.02894814  
## duplicate1 4.28331581

cforest\_model <- cforest(y ~ ., data=simulated)  
# Unconditional importance measure  
varimp(cforest\_model) %>% sort(decreasing = T)

## V4 V1 V2 duplicate1 V5 V3   
## 6.54418720 6.14253842 6.10410006 5.73199392 2.07799547 0.10632869   
## V7 V9 V8 V6 V10   
## 0.05872350 -0.08030916 -0.08585961 -0.11606490 -0.14555774

varimp(cforest\_model, conditional=T) %>% sort(decreasing = T)

## V4 V2 V1 duplicate1 V5 V3   
## 5.87536300 5.19402511 3.22747234 2.62605554 1.29939244 0.07065979   
## V9 V7 V6 V10 V8   
## -0.05486725 -0.09302146 -0.14118239 -0.18846005 -0.30875505

gbm\_Model <- gbm(y ~ ., data=simulated, distribution='gaussian')  
summary(gbm\_Model)
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## var rel.inf  
## V4 V4 28.3814249  
## V2 V2 24.2747829  
## V1 V1 21.1520418  
## V5 V5 9.8965623  
## duplicate1 duplicate1 8.1127217  
## V3 V3 7.4639180  
## V6 V6 0.3890084  
## V7 V7 0.1717731  
## V9 V9 0.1577668  
## V8 V8 0.0000000  
## V10 V10 0.0000000

cubistModel <- cubist(x=simulated[,-(ncol(simulated)-1)], y=simulated$y, committees=100)  
varImp(cubistModel)

## Overall  
## V3 43.5  
## V1 52.5  
## V2 59.5  
## duplicate1 27.5  
## V4 46.0  
## V8 4.0  
## V5 27.0  
## V6 10.0  
## V10 1.0  
## V7 0.0  
## V9 0.0

### Part A

#### Question

Fit a random forest model to all of the predictors, then estimate the variable importance scores. Did the random forest model significantly use the uninformative predictors (V6 – V10)?

#### Code

library(randomForest)  
library(caret)  
model1 <- randomForest(y ~ .,   
 data = simulated,  
 importance = TRUE,  
 ntree = 1000)  
rfImp1 <- varImp(model1, scale = FALSE)  
rfImp1

## Overall  
## V1 5.61129716  
## V2 6.25100292  
## V3 0.48920645  
## V4 6.93545032  
## V5 1.89349345  
## V6 0.10311608  
## V7 -0.02429715  
## V8 -0.14558489  
## V9 -0.02242304  
## V10 0.03740779  
## duplicate1 4.36798537

#### Response

Given our ranked table of importance by predictor, V6 – V10 are near zero or negative indicating their insignificance in the random forest model.

### Part B

#### Question

Now add an additional predictor that is highly correlated with one of the informative predictors. Fit another random forest model to these data. Did the importance score for V1 change? What happens when you add another predictor that is also highly correlated with V1?

#### Code

model2 <- randomForest(y ~ .,   
 data = simulated,  
 importance = TRUE,  
 ntree = 1000)  
rfImp2 <- varImp(model2, scale = FALSE)  
rfImp2

## Overall  
## V1 5.370727680  
## V2 6.359790192  
## V3 0.513709259  
## V4 6.987407442  
## V5 1.965321937  
## V6 0.064864835  
## V7 -0.001954341  
## V8 -0.050730616  
## V9 -0.038538162  
## V10 0.033235844  
## duplicate1 4.575077699

Response

A new table of ranked predictors by importance shows that when adding a predictor that is highly correlated with one of the informative predictors the importance of the predictor is split across the correlated variables. For example, adding a predictor highly correlated with V1 dropped its importance from about 9 to roughly 5 and the remaining importance was reassigned to the highly correlated ‘duplicate1’ variable. Predictors V4 and V2 held their importance the same. By maintaining the same level while V1’s importance dropped, both V4 and V2 became the two most importance predictors.

### Part C

#### Question

Use the cforest function in the party package to fit a random forest model using conditional inference trees. The party package function varimp can calculate predictor importance. The conditional argument of that function toggles between the traditional importance measure and the modified version described in Strobl et al. (2007). Do these importances show the same pattern as the traditional random forest model?

#### Code

library(partykit)  
library(dplyr)  
cforest\_model <- cforest(y ~ ., data=simulated)  
# Unconditional importance measure  
varimp(cforest\_model) %>% sort(decreasing = T)

## V4 duplicate1 V1 V2 V5   
## 6.4940046552 6.0948594529 5.8994610286 5.8023438061 1.8662231965   
## V3 V9 V10 V6 V7   
## 0.1340853644 0.1216699774 -0.0001368413 -0.0221268311 -0.0618254673   
## V8   
## -0.1351737391

varimp(cforest\_model, conditional=T) %>% sort(decreasing = T)

## V4 V2 V1 duplicate1 V5 V3   
## 5.72582613 4.91183522 3.00077657 2.73102425 1.24394321 0.02362531   
## V10 V9 V6 V7 V8   
## -0.05284822 -0.12571833 -0.13369852 -0.26651287 -0.30868876

#### Response

The uninformative predictors V6 - V10 are still rated with low importance. Predictor ‘duplicate1’ (that is highly correlated with V1) was reduced in importance from the varimp() function. All other importance values are also reduced. From this, we can conclude the patterns between traditional and modified measures of importance are very similar in order and arrangement, but the modified measure reduces predictor importance to a smaller scale. When importance is already small, this may reorder the insignificant predictors as V6-V10 have been.

### Part D

#### Question

Repeat this process with different tree models, such as boosted trees and Cubist. Does the same pattern occur?

#### Code

library(gbm)  
library(Cubist)  
gbm\_Model <- gbm(y ~ ., data=simulated, distribution='gaussian')  
summary(gbm\_Model)

![](data:image/png;base64,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)

## var rel.inf  
## V4 V4 31.1424277  
## V2 V2 22.6896980  
## V1 V1 14.7824367  
## duplicate1 duplicate1 12.0474916  
## V5 V5 10.4422291  
## V3 V3 8.3638973  
## V6 V6 0.5318196  
## V7 V7 0.0000000  
## V8 V8 0.0000000  
## V9 V9 0.0000000  
## V10 V10 0.0000000

cubistModel <- cubist(x=simulated[,-(ncol(simulated)-1)], y=simulated$y, committees=100)  
varImp(cubistModel)

## Overall  
## V3 43.5  
## V1 52.5  
## V2 59.5  
## duplicate1 27.5  
## V4 46.0  
## V8 4.0  
## V5 27.0  
## V6 10.0  
## V10 1.0  
## V7 0.0  
## V9 0.0

#### Response

The top-rated predictor is V4 in a GBM model and V1 in a Cubist model. Predictors V6 - V10 remain very low in importance. The predictor ‘duplicate1’ scored a 0 for importance in the Cubist model but higher in GBM. We review the patterns through two tables with the predictors from GBM first.

```{r, echo=FALSE}

flextable(gbm.tbl) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

For GBM compared to random forest, the scale of importance to the model has changed. In GBM no value is negative. The lowest bound is 0. GBM is also a measure of relative influence, not strictly importance which seems to follow a more exponential scale from most to least important predictors. We also review the Cubist model’s predictors.

```{r, echo=FALSE}

flextable(cube.varimp.tbl) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

For Cubist model the change in vector magnitude from least to most important is even greater than GBM (and far from any random forest). It is also bounded by 0 at its lowest like GBM but the orders are slightly different. Predictor ‘duplicate1’ is ranked 5th in both models but V1 ranks higher in Cubist.

Based on the observations above, the pattern is different across the models.

## KJ 8.2

Use a simulation to show tree bias with different granularities.

### Part A

#### Question

Fit a random forest model to all of the predictors, then estimate the variable importance scores:

#### Code

library(caret)  
library(rpart)  
set.seed(755)  
X1 <- rep(1:2, each=100)  
Y <- X1 + rnorm(600, mean=2, sd=4)  
X2 <- rnorm(600, mean=2, sd=4)  
simData <- data.frame(Y=Y, X1=X1, X2=X2)  
fit <- rpart(Y ~ ., data = simData)  
varImp(fit)

## Overall  
## X1 0.021731921  
## X2 0.005446745

#### Response

The simulation was created with two variables. Each was assigned a mean of 2 and standard deviation of 4. The two variables differ in variance.

X1 -> Lesser variance (Sequence of values)

X2 -> Higher Variance (Gaussian Random value)

Target Variable Y -> X1 + X2

A regression tree is fitted using recursive partitioning and importance calculated with the caret package’s varImp() method. We can see simulation ‘X1’ has greater importance than ‘X2.’ The variance also differs with ‘X2’ being over 56 times greater than ‘X1.’ The difference between two variables is significant and it shows the tree bias between two variables.

## KJ 8.3

In stochastic gradient boosting the bagging fraction and learning rate will govern the construction of the trees as they are guided by the gradient. Although the optimal values of these parameters should be obtained through the tuning process, it is helpful to understand how the magnitudes of these parameters affect magnitudes of variable importance. Figure 8.24 provides the variable importance plots for boosting using two extreme values for the bagging fraction (0.1 and 0.9) and the learning rate (0.1 and 0.9) for the solubility data. The left-hand plot has both parameters set to 0.1, and the right-hand plot has both set to 0.9:

### Diagram Description automatically generated with low confidence

### Part A

#### Question

Why does the model on the right focus its importance on just the first few of predictors, whereas the model on the left spreads importance across more predictors?

#### Response

There could be two reasons for the model on the right spreads importance on the first few predictors and the model on the left adds importance to few more predictors. Bragging Fraction : It represents the data usage in each iteration of trees. The left hand plot has a bragging fraction of 0.1 which is low and only 10% of data is used for random sampling. Whereas , the right hand plot has a bragging fraction of 0.9 which is large and 90% of data is used on each iteration which is almost the full dataset. Since the full data set is approximately used by the model on the right plot, only few predictors got importance but the left plot used partial dataset to get importance over few more predictors. Learning Rate : It means a higher number of predictions are added to the model output. Since the right hand plot has more predictions the correlation is more and hence only the first few predictors were considered significant.

There could be two reasons the model on the right focuses its importance on the first few predictors while the model on the left spreads its importance out. These are outlined below:

Bragging Fraction – it represent the data usage in each interation of trees. The plot on the left has a bragging fraction of 0.1 which is low and only 105 of the data is used for random sampling. Whereas, the plot on the right has a bragging fraction of 0.9 which is quite large comparatively. It indicates 90% of the data is used on each iteration which is alsmot the full data set. Since almost the full data set is used (by the model on the right), a handful of predictors are able to pick up more importance. This concentrates the importance as shown in the plot on the right. The opposite occurs in the plot on the left with where only 10% of the data set is used.

Learning Rate – it means a higher number of predictions are added to the model output. Since the plot on the right has more predictions, the correlation is greater. Thus, only the first few predictors were considered significant.

### Part B

#### Question

Which model do you think would be more predictive of other samples?

Response

Since the bragging fraction and learning rate can control overfitting of the model, they are crucial in selecting the more predictive model. If we are trying to cover more predictions for unseen samples, then a smaller bragging fraction and lower learning rate should be more predictive than one with a larger fraction and higher rate. This is because it includes a higher proportion of possible sample predictions. Thus, the left plot would probably be more predictive of other samples. However, there is a point that one must make a bias-variance compromise to remain usefully predictive.

Part C

Question

How would increasing interaction depth affect the slope of predictor importance for either model in Fig. 8.24?

#### Code

library(gbm)  
library(AppliedPredictiveModeling)  
data(solubility)  
grid1 <- expand.grid(n.trees=100, interaction.depth=1, shrinkage=0.1, n.minobsinnode=10)  
gbm1 <- train(x = solTrainXtrans, y = solTrainY, method = 'gbm', tuneGrid = grid1, verbose = FALSE)  
grid2 <- expand.grid(n.trees=100, interaction.depth=10, shrinkage=0.1, n.minobsinnode=10)  
gbm2 <- train(x = solTrainXtrans, y = solTrainY, method = 'gbm', tuneGrid = grid2, verbose = FALSE)  
varImp(gbm1)

## gbm variable importance  
##   
## only 20 most important variables shown (out of 228)  
##   
## Overall  
## NumCarbon 100.000  
## MolWeight 63.707  
## SurfaceArea2 36.382  
## NumAromaticBonds 24.449  
## NumChlorine 19.016  
## SurfaceArea1 16.448  
## HydrophilicFactor 11.640  
## NumHalogen 6.092  
## NumMultBonds 6.049  
## FP112 4.867  
## FP172 4.762  
## NumRotBonds 2.703  
## NumNonHAtoms 2.070  
## FP204 1.905  
## FP135 1.750  
## FP147 1.683  
## FP059 1.522  
## FP161 1.479  
## NumHydrogen 1.435  
## FP142 1.255

varImp(gbm2)

## gbm variable importance  
##   
## only 20 most important variables shown (out of 228)  
##   
## Overall  
## NumCarbon 100.000  
## MolWeight 50.699  
## SurfaceArea1 32.876  
## SurfaceArea2 24.533  
## HydrophilicFactor 16.340  
## NumNonHAtoms 10.719  
## NumChlorine 6.765  
## NumMultBonds 5.529  
## NumAromaticBonds 5.165  
## NumHydrogen 4.443  
## NumRotBonds 3.507  
## NumHalogen 2.596  
## FP112 2.359  
## FP092 2.351  
## NumNonHBonds 2.321  
## FP072 2.147  
## NumAtoms 2.088  
## FP142 1.947  
## FP172 1.789  
## NumOxygen 1.712

#### Response

Increasing interaction depth improves predictor importance significantly. Two tables were created from two GBM models measuring importance of each predictor. They show the first 10 predictors and their rank by importance in descending order. The only difference between the models is interaction depth. The first contains an interaction depth of 1 and is shown:

```{r, echo=F}

flextable(gbm1.tbl[1:10,]) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

The second contains an interaction depth of 10. Notice the difference in importance scores and ranked order of importance compared to the first table.

```{r, echo=F}

flextable(gbm2.tbl[1:10,]) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

## The order of predictors changed (see ranks 3 – 10) and the importance decreased quicker with greater interaction depth. With the interaction depth at 10, the importance spread across more predictors shrinking the importance values for the first 10 predictors in the second table.

## KJ 8.7

Refer to Exercises 6.3 and 7.5 which describe a chemical manufacturing process. Use the same data imputation, data splitting, and pre-processing steps as before and train several tree-based models:

### Part A

#### Question

Which tree-based regression model gives the optimal resampling and test set performance?

#### Code

# Code from exercise 6.3 and 7.5  
library(AppliedPredictiveModeling)  
#Load the data  
data(ChemicalManufacturingProcess)  
df = data.frame(ChemicalManufacturingProcess)  
for(i in 1:ncol(df)){  
 df[is.na(df[,i]), i] <- median(df[,i], na.rm = TRUE)}  
#Create Train and Test data sets  
bound <- floor((nrow(df)/4)\*3) #define % of training and test set  
df <- df[sample(nrow(df)), ]   
train <- df[1:bound, ]   
test <- df[(bound+1):nrow(df), ]   
sum(is.na(train))

## [1] 0

sum(is.na(test))

## [1] 0

# Create the Random Forest Tree  
rf\_model = randomForest(Yield~ManufacturingProcess32 + ManufacturingProcess36 + ManufacturingProcess09 + ManufacturingProcess13 + BiologicalMaterial02 + BiologicalMaterial06 + BiologicalMaterial03, data=train)

library(Metrics)  
library(AppliedPredictiveModeling)  
library(reshape2)  
library(dplyr)  
# Apply 6.3 and 7.5   
# Predict with the test data  
rf\_test = predict(rf\_model, newdata = test)  
rf\_test\_df = data.frame(rf\_test)  
rf\_test\_df$actual = test$Yield  
rf\_test\_df

## rf\_test actual  
## 47 42.98636 42.96  
## 66 41.79396 42.03  
## 136 38.92333 38.03  
## 45 42.08091 43.33  
## 137 38.77698 37.39  
## 145 38.57768 38.60  
## 126 39.67213 41.31  
## 4 41.96159 41.42  
## 61 40.55274 40.57  
## 85 41.01977 40.91  
## 94 39.87375 39.91  
## 92 39.73507 39.17  
## 68 40.57660 41.85  
## 27 38.02320 35.25  
## 132 39.82845 40.82  
## 29 38.84805 38.52  
## 140 39.34096 39.77  
## 115 40.62755 41.86  
## 108 39.64786 39.75  
## 86 39.83864 38.99  
## 12 42.07851 42.68  
## 109 39.39215 39.51  
## 50 41.33978 39.74  
## 35 39.26226 39.65  
## 170 40.79951 39.62  
## 160 39.15347 37.86  
## 111 40.25377 40.38  
## 119 38.96651 40.19  
## 158 37.81245 37.73  
## 128 40.11336 41.62  
## 62 39.79973 38.20  
## 32 42.77332 41.87  
## 10 42.24008 42.45  
## 173 40.08241 39.68  
## 7 42.46666 43.12  
## 159 38.80983 38.03  
## 1 38.90723 38.00  
## 93 39.65095 39.98  
## 123 39.59328 42.58  
## 127 40.22364 42.28  
## 133 39.39976 39.77  
## 171 40.72203 39.77  
## 38 42.38178 42.66  
## 129 40.72799 42.73

rf\_test\_rmse = rmse(rf\_test\_df$actual, rf\_test\_df$rf\_test)  
cat('RMSE of the test data for this model is', rf\_test\_rmse)

## RMSE of the test data for this model is 1.110375

#Create the ctree   
ctree\_model = cforest(Yield~ManufacturingProcess32 + ManufacturingProcess36 + ManufacturingProcess09 + ManufacturingProcess13 + BiologicalMaterial02 + BiologicalMaterial06 + BiologicalMaterial03, data=train)  
#Predict with the test data  
ctree\_test = predict(ctree\_model, newdata = test)  
ctree\_test\_df = data.frame(ctree\_test)  
ctree\_test\_df$actual = test$Yield  
ctree\_test\_df

## ctree\_test actual  
## 47 42.28989 42.96  
## 66 41.41717 42.03  
## 136 39.14437 38.03  
## 45 42.15557 43.33  
## 137 38.94091 37.39  
## 145 38.81602 38.60  
## 126 39.53135 41.31  
## 4 41.49024 41.42  
## 61 40.48009 40.57  
## 85 40.82203 40.91  
## 94 39.56414 39.91  
## 92 39.61206 39.17  
## 68 40.75850 41.85  
## 27 39.33028 35.25  
## 132 39.49058 40.82  
## 29 39.30559 38.52  
## 140 39.22680 39.77  
## 115 40.79161 41.86  
## 108 39.80814 39.75  
## 86 40.14055 38.99  
## 12 41.76597 42.68  
## 109 39.39905 39.51  
## 50 41.14741 39.74  
## 35 39.38000 39.65  
## 170 41.10210 39.62  
## 160 39.17765 37.86  
## 111 40.55180 40.38  
## 119 38.41791 40.19  
## 158 38.37865 37.73  
## 128 39.74319 41.62  
## 62 39.78404 38.20  
## 32 42.19623 41.87  
## 10 42.02730 42.45  
## 173 39.93615 39.68  
## 7 41.28074 43.12  
## 159 38.80325 38.03  
## 1 38.91631 38.00  
## 93 39.34694 39.98  
## 123 39.52460 42.58  
## 127 39.83227 42.28  
## 133 39.46444 39.77  
## 171 40.84534 39.77  
## 38 42.33944 42.66  
## 129 40.44045 42.73

# Uses lmyield from 6.3   
# Recreate lmyield and RMSE from 6.3   
# Part A load the data  
#Load the data  
data(ChemicalManufacturingProcess)  
df = data.frame(ChemicalManufacturingProcess)  
# Part B Fill in missing values with the median of each feature  
for(i in 1:ncol(df)){  
 df[is.na(df[,i]), i] <- median(df[,i], na.rm = TRUE)}  
# Part C Correlations and Modeling  
cormat <- round(cor(df),2)  
melted\_cormat = melt(cormat)  
melted\_cormat\_df = data.frame(melted\_cormat)  
#Filter to only Yield and sort in descending order  
yield\_corr <- melted\_cormat\_df %>%   
 filter(Var2 == "Yield")  
yield\_corr$absvalue = abs(yield\_corr$value)  
yield\_corr2 = yield\_corr[order(-yield\_corr[,4]),]  
yield\_corr2

## Var1 Var2 value absvalue  
## 1 Yield Yield 1.00 1.00  
## 45 ManufacturingProcess32 Yield 0.61 0.61  
## 49 ManufacturingProcess36 Yield -0.53 0.53  
## 22 ManufacturingProcess09 Yield 0.50 0.50  
## 26 ManufacturingProcess13 Yield -0.50 0.50  
## 3 BiologicalMaterial02 Yield 0.48 0.48  
## 7 BiologicalMaterial06 Yield 0.48 0.48  
## 4 BiologicalMaterial03 Yield 0.45 0.45  
## 30 ManufacturingProcess17 Yield -0.43 0.43  
## 46 ManufacturingProcess33 Yield 0.42 0.42  
## 19 ManufacturingProcess06 Yield 0.39 0.39  
## 5 BiologicalMaterial04 Yield 0.38 0.38  
## 9 BiologicalMaterial08 Yield 0.38 0.38  
## 13 BiologicalMaterial12 Yield 0.37 0.37  
## 2 BiologicalMaterial01 Yield 0.36 0.36  
## 12 BiologicalMaterial11 Yield 0.35 0.35  
## 25 ManufacturingProcess12 Yield 0.35 0.35  
## 24 ManufacturingProcess11 Yield 0.32 0.32  
## 17 ManufacturingProcess04 Yield -0.26 0.26  
## 41 ManufacturingProcess28 Yield 0.26 0.26  
## 43 ManufacturingProcess30 Yield 0.23 0.23  
## 28 ManufacturingProcess15 Yield 0.22 0.22  
## 15 ManufacturingProcess02 Yield -0.21 0.21  
## 37 ManufacturingProcess24 Yield -0.21 0.21  
## 11 BiologicalMaterial10 Yield 0.20 0.20  
## 23 ManufacturingProcess10 Yield 0.20 0.20  
## 47 ManufacturingProcess34 Yield 0.17 0.17  
## 48 ManufacturingProcess35 Yield -0.17 0.17  
## 50 ManufacturingProcess37 Yield -0.16 0.16  
## 56 ManufacturingProcess43 Yield 0.16 0.16  
## 6 BiologicalMaterial05 Yield 0.15 0.15  
## 42 ManufacturingProcess29 Yield 0.15 0.15  
## 32 ManufacturingProcess19 Yield 0.13 0.13  
## 8 BiologicalMaterial07 Yield -0.11 0.11  
## 18 ManufacturingProcess05 Yield 0.11 0.11  
## 14 ManufacturingProcess01 Yield -0.10 0.10  
## 36 ManufacturingProcess23 Yield -0.10 0.10  
## 10 BiologicalMaterial09 Yield 0.09 0.09  
## 16 ManufacturingProcess03 Yield -0.09 0.09  
## 51 ManufacturingProcess38 Yield -0.09 0.09  
## 33 ManufacturingProcess20 Yield -0.07 0.07  
## 44 ManufacturingProcess31 Yield -0.07 0.07  
## 57 ManufacturingProcess44 Yield 0.07 0.07  
## 31 ManufacturingProcess18 Yield -0.06 0.06  
## 20 ManufacturingProcess07 Yield -0.04 0.04  
## 29 ManufacturingProcess16 Yield -0.04 0.04  
## 39 ManufacturingProcess26 Yield 0.04 0.04  
## 52 ManufacturingProcess39 Yield 0.04 0.04  
## 53 ManufacturingProcess40 Yield -0.04 0.04  
## 34 ManufacturingProcess21 Yield -0.03 0.03  
## 54 ManufacturingProcess41 Yield -0.03 0.03  
## 58 ManufacturingProcess45 Yield 0.03 0.03  
## 35 ManufacturingProcess22 Yield 0.02 0.02  
## 21 ManufacturingProcess08 Yield 0.01 0.01  
## 27 ManufacturingProcess14 Yield -0.01 0.01  
## 38 ManufacturingProcess25 Yield 0.01 0.01  
## 55 ManufacturingProcess42 Yield -0.01 0.01  
## 40 ManufacturingProcess27 Yield 0.00 0.00

#Create Train and Test data sets  
bound <- floor((nrow(df)/4)\*3) #define % of training and test set  
df <- df[sample(nrow(df)), ]   
train <- df[1:bound, ]   
test <- df[(bound+1):nrow(df), ]   
#Create the regression model  
lmyield = lm(Yield~ManufacturingProcess32 +   
 ManufacturingProcess36 +   
 ManufacturingProcess09 +   
 ManufacturingProcess13 +   
 BiologicalMaterial02 +   
 BiologicalMaterial06 +   
 BiologicalMaterial03,   
 data=train)  
summary(lmyield)

##   
## Call:  
## lm(formula = Yield ~ ManufacturingProcess32 + ManufacturingProcess36 +   
## ManufacturingProcess09 + ManufacturingProcess13 + BiologicalMaterial02 +   
## BiologicalMaterial06 + BiologicalMaterial03, data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.74186 -0.91157 -0.02729 0.71934 2.72149   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 13.87794 13.43406 1.033 0.30359   
## ManufacturingProcess32 0.16791 0.03250 5.167 9.23e-07 \*\*\*  
## ManufacturingProcess36 -191.44541 185.29139 -1.033 0.30352   
## ManufacturingProcess09 0.32642 0.11618 2.810 0.00576 \*\*   
## ManufacturingProcess13 -0.37703 0.16825 -2.241 0.02681 \*   
## BiologicalMaterial02 -0.05752 0.08619 -0.667 0.50579   
## BiologicalMaterial06 0.07249 0.09588 0.756 0.45105   
## BiologicalMaterial03 0.01901 0.05289 0.359 0.71988   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.188 on 124 degrees of freedom  
## Multiple R-squared: 0.6165, Adjusted R-squared: 0.5949   
## F-statistic: 28.48 on 7 and 124 DF, p-value: < 2.2e-16

# Part D Predictions  
# predict with the test data  
predict(lmyield, newdata = test, interval ='prediction')

## fit lwr upr  
## 94 39.40259 36.99495 41.81023  
## 69 39.39373 37.02643 41.76104  
## 147 39.66549 37.24445 42.08653  
## 30 39.99762 37.40831 42.58692  
## 159 39.40176 37.03023 41.77330  
## 52 41.82547 39.44726 44.20368  
## 111 40.10204 37.70291 42.50116  
## 47 43.10386 40.63810 45.56962  
## 71 39.26863 36.87605 41.66120  
## 156 38.19271 35.80226 40.58316  
## 78 40.64560 38.25508 43.03612  
## 160 39.48916 37.09385 41.88447  
## 176 41.90002 39.50223 44.29782  
## 106 38.90199 36.52444 41.27953  
## 173 40.62668 38.23919 43.01418  
## 99 38.70108 36.27384 41.12832  
## 154 39.22447 36.84800 41.60094  
## 167 38.28864 35.89583 40.68146  
## 164 39.64903 37.28353 42.01454  
## 40 41.68893 39.29059 44.08728  
## 12 42.07301 39.61385 44.53218  
## 3 42.69938 40.22004 45.17872  
## 124 41.15356 38.74636 43.56077  
## 104 38.65211 36.26573 41.03849  
## 126 39.64163 37.26095 42.02231  
## 144 40.25072 37.88268 42.61876  
## 108 39.97289 37.58096 42.36482  
## 92 39.84025 37.42152 42.25899  
## 98 40.23735 37.85713 42.61757  
## 166 38.56350 36.16976 40.95724  
## 27 36.81000 34.20256 39.41745  
## 96 39.81920 37.43585 42.20254  
## 122 38.18705 35.76419 40.60991  
## 145 39.00106 36.60664 41.39547  
## 81 39.85696 37.45729 42.25663  
## 87 40.06448 37.67849 42.45047  
## 95 40.97164 38.56187 43.38141  
## 54 41.43320 39.00914 43.85725  
## 107 39.50659 37.13653 41.87666  
## 37 42.35203 39.95650 44.74755  
## 115 40.81618 38.43052 43.20183  
## 46 42.32936 39.91454 44.74418  
## 152 39.29922 36.92484 41.67360  
## 4 42.31460 39.85336 44.77584

# Predict with the test data  
lmyield\_test = predict(lmyield, newdata = test, interval ='prediction')  
lmyield\_test\_df = data.frame(lmyield\_test)  
lmyield\_test\_df$actual = test$Yield  
lmyield\_test\_df

## fit lwr upr actual  
## 94 39.40259 36.99495 41.81023 39.91  
## 69 39.39373 37.02643 41.76104 39.71  
## 147 39.66549 37.24445 42.08653 40.10  
## 30 39.99762 37.40831 42.58692 38.35  
## 159 39.40176 37.03023 41.77330 38.03  
## 52 41.82547 39.44726 44.20368 40.14  
## 111 40.10204 37.70291 42.50116 40.38  
## 47 43.10386 40.63810 45.56962 42.96  
## 71 39.26863 36.87605 41.66120 39.16  
## 156 38.19271 35.80226 40.58316 36.77  
## 78 40.64560 38.25508 43.03612 38.95  
## 160 39.48916 37.09385 41.88447 37.86  
## 176 41.90002 39.50223 44.29782 39.49  
## 106 38.90199 36.52444 41.27953 38.44  
## 173 40.62668 38.23919 43.01418 39.68  
## 99 38.70108 36.27384 41.12832 37.94  
## 154 39.22447 36.84800 41.60094 37.51  
## 167 38.28864 35.89583 40.68146 38.82  
## 164 39.64903 37.28353 42.01454 38.67  
## 40 41.68893 39.29059 44.08728 41.43  
## 12 42.07301 39.61385 44.53218 42.68  
## 3 42.69938 40.22004 45.17872 42.03  
## 124 41.15356 38.74636 43.56077 43.42  
## 104 38.65211 36.26573 41.03849 37.87  
## 126 39.64163 37.26095 42.02231 41.31  
## 144 40.25072 37.88268 42.61876 40.64  
## 108 39.97289 37.58096 42.36482 39.75  
## 92 39.84025 37.42152 42.25899 39.17  
## 98 40.23735 37.85713 42.61757 40.81  
## 166 38.56350 36.16976 40.95724 39.15  
## 27 36.81000 34.20256 39.41745 35.25  
## 96 39.81920 37.43585 42.20254 39.86  
## 122 38.18705 35.76419 40.60991 40.66  
## 145 39.00106 36.60664 41.39547 38.60  
## 81 39.85696 37.45729 42.25663 39.79  
## 87 40.06448 37.67849 42.45047 38.81  
## 95 40.97164 38.56187 43.38141 40.77  
## 54 41.43320 39.00914 43.85725 40.15  
## 107 39.50659 37.13653 41.87666 39.42  
## 37 42.35203 39.95650 44.74755 42.46  
## 115 40.81618 38.43052 43.20183 41.86  
## 46 42.32936 39.91454 44.74418 42.61  
## 152 39.29922 36.92484 41.67360 37.89  
## 4 42.31460 39.85336 44.77584 41.42

lmyield\_test\_rmse = rmse(lmyield\_test\_df$actual, lmyield\_test\_df$fit)  
cat('RMSE of the test data for this model is', lmyield\_test\_rmse)

## RMSE of the test data for this model is 1.107951

# Create ctree with lmyield  
ctree\_test\_rmse = rmse(lmyield\_test\_df$actual, lmyield\_test\_df$fit)  
cat('RMSE of the test data for this model is', ctree\_test\_rmse)

## RMSE of the test data for this model is 1.107951

#### Response

Comparing random forest and ctree models, we found that the random forest model performed better with a lower root mean squared error (RMSE), lower mean absolute error (MAE) and higher coefficient of determination (Rsquared). Determining the optimal model often depends on its application and which source of error you attempt to reduce the most. For prediction in general, a lower RMSE would probably fare better than Rsquared and take priority over MAE.

Comparing SingleTree, RandomForest, CTree, Cubist, and CForest models, we found that the cubist model performed best due to lower root mean squared error RMSE, higher coefficient of determination (Rsquared), and lowest mean absolute error MAE. Although this was a single evaluation. Future tests could switch these results as we would expect with prediction of unknown data sources.

Additionally, determining the optimal model often depends on its application and which source of error you attempt to reduce the most. For prediction in general, a lower RMSE would probably fare better than Rsquared and take priority over MAE but it all depends on the problem and circumstances.

### Part B

#### Question

Which predictors are most important in the optimal tree-based regression model? Do either the biological or process variables dominate the list? How do the top 10 important predictors compare to the top 10 predictors from the optimal linear and nonlinear models?

#### Code

[missing code - fill in to demonstrate response]

#### Response

The most important predictors in every model run thus far, including these two tree-based models, have been process predictors. The process variables held the majority of spots in the top 10 most important predictors in almost every model run thus far as well. However, some biological predictors creeped into the top 10 with our ctree and random forest models. Take a look at the ranked 2, 3, 5, and 9 spots in the table of importance from the random forest model:

```{r, echo = FALSE}

flextable(rf[1:10,]) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

Now, look at ranked spots 2, 3, 5, 9, and 10 in our ctree model. Importance values have also changed scale, maxing out near 100, while our ctree maximum importance value was just over 1.

```{r, echo = FALSE}

flextable(ct[1:10,]) %>%

theme\_vanilla() %>%

set\_table\_properties(layout = "autofit")

```

In any case, the top 10 predictors in linear and nonlinear models imply the same general rule, that manufacturing processes (especially ManufacturingProcess32, ManufacturingProcess13, and ManufacturingProcess09) are the most important predictors of Yield. If one desires to maximize Yield, it would be best advised to improve these processes.

### Part C

#### Question

Plot the optimal single tree with the distribution of yield in the terminal nodes. Does this view of the data provide additional knowledge about the biological or process predictors and their relationship with yield? #### Code

[missing a plot chunk for visual interpretation]

#### Response

## Through the hierarchical structure shown in this plot of a single tree model, we can easily determine the most important predictor (ManufacturingProcess32) and its relationship with Yield through nodes (or limbs since we are using tree references). It also shows us how importance it gets distributed to the next two most important predictors in this data set. We could continue this through all the branches of a single model to see where all predictors are ranked.

## For example, the single split in this model uses data from ManufacturingProcess32, which we suspected was the most significant influencer of Yield from our previous models. From this view we also notice that Yield and ManufacturingProcess32 are linearly related. An increase in one should result in an increase in the other. Since this is single tree model, we know that values are assigned by computing the mean of the group and splitting it by our single most important predictor, which is almost certainly, ManufacturingProcess32. Market Basket Analysis

I am assigning one simple problem on market basket analysis / recommender systems. Imagine 10000 receipts sitting on your table. Each receipt represents a transaction with items that were purchased. The receipt is a representation of stuff that went into a customer’s basket – and therefore ‘Market Basket Analysis’. That is exactly what the Groceries Data Set contains: a collection of receipts with each line representing 1 receipt and the items purchased. Each line is called a transaction and each column in a row represents an item. Here is the dataset = GroceryDataSet.csv (comma separated file) Your assignment is to use R to mine the data for association rules. You should report support, confidence and lift and your top 10 rules by lift.

#### Code

library(arules)

## Loading required package: Matrix

##   
## Attaching package: 'arules'

## The following object is masked from 'package:kernlab':  
##   
## size

## The following object is masked from 'package:dplyr':  
##   
## recode

## The following objects are masked from 'package:base':  
##   
## abbreviate, write

library(arulesViz)  
library(RColorBrewer)  
library(visNetwork)  
library(igraph)

##   
## Attaching package: 'igraph'

## The following object is masked from 'package:arules':  
##   
## union

## The following objects are masked from 'package:dplyr':  
##   
## as\_data\_frame, groups, union

## The following objects are masked from 'package:stats':  
##   
## decompose, spectrum

## The following object is masked from 'package:base':  
##   
## union

df <- read.csv(  
"https://raw.githubusercontent.com/palmorezm/msds/main/624/Data/hw\_2\_data/GroceryDataSet.csv")  
df\_sparse <- read.transactions(  
"https://raw.githubusercontent.com/palmorezm/msds/main/624/Data/hw\_2\_data/GroceryDataSet.csv",  
 format="basket",sep=",")  
summary(df\_sparse)

## transactions as itemMatrix in sparse format with  
## 9835 rows (elements/itemsets/transactions) and  
## 169 columns (items) and a density of 0.02609146   
##   
## most frequent items:  
## whole milk other vegetables rolls/buns soda   
## 2513 1903 1809 1715   
## yogurt (Other)   
## 1372 34055   
##   
## element (itemset/transaction) length distribution:  
## sizes  
## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16   
## 2159 1643 1299 1005 855 645 545 438 350 246 182 117 78 77 55 46   
## 17 18 19 20 21 22 23 24 26 27 28 29 32   
## 29 14 14 9 11 4 6 1 1 1 1 3 1   
##   
## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.000 2.000 3.000 4.409 6.000 32.000   
##   
## includes extended item information - examples:  
## labels  
## 1 abrasive cleaner  
## 2 artif. sweetener  
## 3 baby cosmetics

itemFrequencyPlot(df\_sparse,topN=20,type="absolute",col=brewer.pal(8,'Pastel2'), main="Frequently Purchased Products")

![](data:image/png;base64,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)

association.rules <- apriori(df\_sparse, parameter = list(supp=0.004, conf=0.3))

## Apriori  
##   
## Parameter specification:  
## confidence minval smax arem aval originalSupport maxtime support minlen  
## 0.3 0.1 1 none FALSE TRUE 5 0.004 1  
## maxlen target ext  
## 10 rules TRUE  
##   
## Algorithmic control:  
## filter tree heap memopt load sort verbose  
## 0.1 TRUE TRUE FALSE TRUE 2 TRUE  
##   
## Absolute minimum support count: 39   
##   
## set item appearances ...[0 item(s)] done [0.00s].  
## set transactions ...[169 item(s), 9835 transaction(s)] done [0.01s].  
## sorting and recoding items ... [126 item(s)] done [0.00s].  
## creating transaction tree ... done [0.00s].  
## checking subsets of size 1 2 3 4 5 done [0.00s].  
## writing ... [735 rule(s)] done [0.00s].  
## creating S4 object ... done [0.00s].

length(association.rules)

## [1] 735

inspect(sort(association.rules, by = 'lift')[1:10])

## lhs rhs support confidence coverage lift count  
## [1] {liquor} => {bottled beer} 0.004677173 0.4220183 0.011082867 5.240594 46  
## [2] {berries,   
## whole milk} => {whipped/sour cream} 0.004270463 0.3620690 0.011794611 5.050990 42  
## [3] {herbs,   
## whole milk} => {root vegetables} 0.004168785 0.5394737 0.007727504 4.949369 41  
## [4] {citrus fruit,   
## other vegetables,   
## tropical fruit} => {root vegetables} 0.004473818 0.4943820 0.009049314 4.535678 44  
## [5] {other vegetables,   
## root vegetables,   
## tropical fruit} => {citrus fruit} 0.004473818 0.3636364 0.012302999 4.393567 44  
## [6] {citrus fruit,   
## other vegetables,   
## root vegetables} => {tropical fruit} 0.004473818 0.4313725 0.010371124 4.110997 44  
## [7] {citrus fruit,   
## other vegetables,   
## whole milk} => {root vegetables} 0.005795628 0.4453125 0.013014743 4.085493 57  
## [8] {citrus fruit,   
## root vegetables,   
## tropical fruit} => {other vegetables} 0.004473818 0.7857143 0.005693950 4.060694 44  
## [9] {herbs} => {root vegetables} 0.007015760 0.4312500 0.016268429 3.956477 69  
## [10] {tropical fruit,   
## whipped/sour cream,   
## whole milk} => {yogurt} 0.004372140 0.5512821 0.007930859 3.951792 43

subset.rules <- which(colSums(is.subset(association.rules, association.rules)) > 1) # get subset rules in vector  
length(subset.rules)

## [1] 564

subset.association.rules. <- association.rules[-subset.rules] # remove subset rules.  
inspect(sort(subset.association.rules., by = 'lift')[1:10])

## lhs rhs support confidence coverage lift count  
## [1] {liquor} => {bottled beer} 0.004677173 0.4220183 0.011082867 5.240594 46  
## [2] {herbs} => {root vegetables} 0.007015760 0.4312500 0.016268429 3.956477 69  
## [3] {citrus fruit,   
## pip fruit} => {tropical fruit} 0.005592272 0.4044118 0.013828165 3.854060 55  
## [4] {pip fruit,   
## root vegetables} => {tropical fruit} 0.005287239 0.3398693 0.015556685 3.238967 52  
## [5] {tropical fruit,   
## whipped/sour cream} => {yogurt} 0.006202339 0.4485294 0.013828165 3.215224 61  
## [6] {margarine,   
## tropical fruit} => {yogurt} 0.004067107 0.4347826 0.009354347 3.116681 40  
## [7] {citrus fruit,   
## root vegetables} => {tropical fruit} 0.005693950 0.3218391 0.017691917 3.067139 56  
## [8] {pip fruit,   
## rolls/buns} => {tropical fruit} 0.004473818 0.3211679 0.013929842 3.060742 44  
## [9] {beef} => {root vegetables} 0.017386884 0.3313953 0.052465684 3.040367 171  
## [10] {tropical fruit,   
## whipped/sour cream} => {root vegetables} 0.004575496 0.3308824 0.013828165 3.035660 45

plot(subset.association.rules.,method="two-key plot")

## To reduce overplotting, jitter is added! Use jitter = 0 to prevent jitter.
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plot(association.rules)

## To reduce overplotting, jitter is added! Use jitter = 0 to prevent jitter.
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top10subRules <- head(subset.association.rules., n = 10, by = "lift")  
plot(top10subRules, method = "graph", engine = "htmlwidget")

## PhantomJS not found. You can install it with webshot::install\_phantomjs(). If it is installed, please make sure the phantomjs executable can be found via the PATH variable.

subRules2<-head(subset.association.rules., n=10, by="lift")  
plot(subRules2, method="paracoord")

![](data:image/png;base64,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)

#### Response

Our association rules mining was achieved using apriori algorithm functions available in the arules package, which we use throughout this analysis. Association rules mining is a two-step process:

1. Frequent Itemset Generation
2. Rules Generation

Once the rules are generated, the top 10 rules were classified based on the output. To get there we loaded and summarized the data set as a sparce matrix. We then found the most frequently purchased products. The top 20 are shown in our code. We created our choice of minimum support to help classify the data. This formula is:

(Products purchased at least 5 times a day)/total number of transactions Supp = (6\*7)/nrow(df) = 0.004

Through trial and error on different combinations of items, we found that the confidence of 0.3 generated a decent number of rules for our combination. This produced a total of 735 rules and the top 10 rules are displayed as our “Parallel coordinates plot for 10 rules.” It appears the highest association is created for liquor and bottled beer with the life value of 5.24.

Going further, we cleaned up the redundant rules by subseting and down selecting our combination. The resultant highest association did not change but the other rules did. The results are shown in the “Parallel coordinates plot for 10 rules.” The most dependent purchases remained liquor and bottled beer with the life value of 5.24.